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Abstract

The BeiDou Navigation Satellite System (BDS) is currently building its third

phase (BDS‐3), which will provide services to users around the world. In addi-

tion to backward compatibility with BDS‐2, BDS‐3 satellites are equipped with

the B1C and B2 interoperable signals for compatibility with GPS and Galileo

systems. To evaluate performance and optimize processing methods, we

designed and implemented a real‐time software receiver with the ability to pro-

cess all BDS‐3 signals in parallel. A complete description of all signal process-

ing aspects is given. To reduce the reliance on high‐performance hardware

while maintaining the independent analysis capabilities of acquisition perfor-

mance in real‐time software receivers, a B1I‐aided acquisition method for

reducing the search space of other signals from the same satellite is applied.

An unambiguous tracking method is proposed to solve the ambiguity problem

of the Quadrature Multiplexed Binary Offset Carrier (QMBOC) signal that can

be used for matching reception of the pilot component of the B1C signal.
1 | INTRODUCTION

As part of the evolution of the third phase of the BeiDou
Navigation Satellite System (BDS‐3), 18 Medium Earth
Orbit (MEO) satellites and one Geostationary Earth Orbit
(GEO) satellite have been placed on orbit as of 9 Decem-
ber 2018.1 In 2020, the full constellation of BDS‐3 satel-
lites will be fully deployed. BDS‐3 with full operational
capability will provide Positioning, Navigation, and
Timing (PNT) services to worldwide users and help
improve PNT precision for global receivers. It is China's
contribution to the world in the domain of GNSS.2,3

BDS‐3 satellites transmit a variety of signals at different
frequencies as allocated by the International Telecommu-
nication Union (ITU). In addition to backward compati-
bility with conventional B1I and B3I signals, BDS‐3
satellites are equipped with the B1C and B2 interoperable
signals for compatibility with GPS and Galileo systems.
The traditional B2I signal will be gradually replaced by
the B2b signal with the construction of the global BDS.4-7
wileyonlinelibrary.com/jo
In order to evaluate the actual performance of new
BDS‐3 signals and optimize their processing methods,
receivers capable of processing all civil BDS‐3 signals
should be developed according to the published BDS
Interface Control Documents (ICDs).4-7 Compared with
hardware receivers, software‐defined receivers are more
efficient to develop, more flexible to configure, and more
suitable to use in the construction phase of the new
GNSS.8 Therefore, developing a software receiver that
can process all civil BDS‐3 signals was a good choice in
recent years.

According to the computing capability of the receiver,
the existing software‐defined receiver architectures can
generally be divided into two categories. The first
category of architectures is collectively referred to as
post‐processing software receivers, since in this category
the intermediate frequency (IF) signals are first recorded
and then processed offline, meaning that these receivers
cannot be used in applications that have high demands
on real‐time processing abilities. In contrast, the second
© 2019 Institute of Navigationurnal/navi 83
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category of architectures, which is collectively referred to
as real‐time software receivers, requires that the IF sig-
nals be processed at a speed no less than the speed at
which they were acquired, thus placing high demands
on the computing capability of the receiver. With the
development of graphics processing unit (GPU) parallel
computing, especially the emergence of the Compute
Unified Device Architecture (CUDA) parallel program-
ming model, GPU‐based software receivers have been
rapidly developed, and more and more real‐time software
receivers with GPU‐based architecture are emerging.9-11

Compared with post‐processing software receivers, a
real‐time software receiver is more suitable for signal
quality monitoring and signal performance evaluation.
However, to the author's knowledge, there is currently
no existing real‐time software receiver with the ability
to process all BDS‐3 signals in parallel. Therefore, we
use the GPU‐based architecture to design and implement
a real‐time software receiver capable of processing all
civil BDS‐3 signals. In addition, a complete description
of all signal processing aspects including front‐end
processing and baseband signal processing is given. The
work and contribution of our discussion mainly include
three aspects.

First, a GPU‐based real‐time software receiver archi-
tecture is designed and implemented that can process
all civil BDS‐3 signals in parallel. It could be used in
signal performance analysis, signal quality monitoring,
and processing algorithms development. In addition,
most receiver parameters can be flexibly configured,
which means the performance comparison under differ-
ent parameters can be easily conducted. Therefore, the
proposed real‐time software receiver architecture could
provide guidance to receiver designers who need to
analyze and process BDS‐3 signals.

Second, a B1I aided acquisition method is applied to
reduce the search space of other BDS‐3 signals from the
same satellite. Compared with traditional acquisition
methods, the B1I aided acquisition method utilizes the
highly correlated characteristics between the B1I signal
and other signals from the same satellite to achieve
faster acquisition and to reduce the reliance on high‐
performance hardware. Therefore, the applied B1I aided
acquisition method can provide reference value for the
acquisition of multiple signals at different frequencies in
other GNSSs.

Third, an unambiguous tracking method based on
multidimensional loops estimation is proposed to solve
the ambiguity problem of the Quadrature Multiplexed
Binary Offset Carrier signal (QMBOC), which can be used
for matching reception of the pilot component of the B1C
signal. The actual test results verify the correctness of the
proposed method.
The remainder of the paper is organized as follows.
We first review the civil signal plan of BDS‐3. Then, we
explain the GPU‐based real‐time software receiver archi-
tecture. The proposed B1I aided acquisition method and
unambiguous tracking algorithm of QMBOC signal are
illustrated in detail in the subsequent two sections. A
set of test results is then provided in a special section to
verify the validity of the receiver architecture and
proposed algorithms. Finally, conclusions and future
work are discussed.
2 | BDS ‐3 SIGNALS REVIEW

As the last phase of the construction and development of
BDS, BDS‐3 will provide PNT services to users around the
world. Like other GNSSs, BDS‐3 satellites broadcast
multiple signals at different frequencies to meet demands
from different applications.

Table 1 shows the BDS‐3 signal plan. In addition to
backward compatibility with conventional B1I and B3I
signals, BDS‐3 satellites introduce B1C and B2 interoper-
able signals to achieve compatibility with GPS and
Galileo systems.

In order to interoperate with GPS L5 and Galileo E5
signals, BDS‐3 satellites broadcast wideband signals at
two frequencies in the B2 band with center frequencies
at 1176.45 and 1207.14 MHz, respectively.6 Both B2a
and B2b signals are composed of pilot and data compo-
nents that are in phase‐quadrature with each other. Their
spreading codes (rate is 10.23 MHz) are multiplexed into
a constant envelope signal before transmitting in order
to reduce the satellite payload and multiplexing loss.
The asymmetric constant envelope binary offset carrier
(ACE‐BOC) modulation and multiplexing technique with
its low‐complexity implementation from Yao, Zhang, and
Lu12 is adopted to provide a flexible power configuration
when multiplexing the B2 components. ACE‐BOC, which
marries multicarrier spread‐spectrum modulation with
constant envelope multiplexing, can combine two signals
consisting of data and pilot components at arbitrary
power ratio onto two sidebands of a split‐spectrum com-
posite signal. Therefore, the composite signal can either
be received as two sets of Quadrature Phase‐Shift Keying
(QPSK) signals located at two different center frequen-
cies, respectively, or as a wideband signal.

The current ICD only describes the structure of the
B2a signal, which is presented as a QPSK(10) modulated
signal.6 The baseband complex envelope of the B2a
signal is

sB2a tð Þ ¼ sB2a data tð Þ þ jsB2a pilot tð Þ; (1)

where
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sB2a data tð Þ ¼ 1ffiffiffi
2

p DB2a data tð Þ⋅CB2a data tð Þ; (2)

sB2a pilot tð Þ ¼ 1ffiffiffi
2

p CB2a pilot tð Þ; (3)

where DB2a_data(t) is the navigation message, CB2a_data(t)
and CB2a_pilot(t) are the ranging code for the data and
pilot channel, respectively. Both sB2a_data(t) and
sB2a_pilot(t) are modulated in Binary Phase‐Shift Keying
(BPSK) mode. The power ratio between the data compo-
nent and the pilot component is 1:1.

In order to interoperate with GPS L1C and Galileo E1
signals, BDS‐3 satellites broadcast the B1C signal with
center frequency at 1575.42 MHz.5 The B1C signal is
composed of pilot and data components that are both
based on BOC modulation. The data component adopts
BOC(1,1) modulation. In order to meet the multiplexed
MBOC spectral constraint,13 the pilot component adopts
QMBOC modulation and multiplexing technique by
placing the narrowband BOC(1,1) component and the
wideband BOC(6,1) component in phase quadrature.14

Like other MBOC modulated signals, the QMBOC signal
can either be received in mismatched processing mode
with low complexity by ignoring the wideband BOC(6,1)
component or in matching reception mode by consider-
ing all components.15

The baseband complex envelope of the B1C signal is

sB1C tð Þ ¼ 1
2
DB1C data tð Þ⋅CB1C data tð Þ⋅ sign sin 2πf sc B1C atð Þð Þ|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

sB1C data tð Þ

;

þ
ffiffiffiffiffi
1
11

r
CB1C pilot tð Þ⋅ sign sin 2πf sc B1C btð Þð Þ|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

sB1C pilot b tð Þ

;

þ j

ffiffiffiffiffi
29
44

r
CB1C pilot tð Þ⋅ sign sin 2πf sc B1C atð Þð Þ|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

sB1C pilot a tð Þ

;

(4)

where DB1C_data is the navigation message; CB1C_data(t)
and CB1C_pilot(t) are the ranging code for the data and
pilot channel, respectively; f sc_B1C_a = 1 f 0 and
f sc_B1C_b = 6 f 0 are the subcarrier frequency of the
narrowband BOC(1,1) component and the wideband
BOC(6,1) component, respectively; f 0 = 1.023MHz is
the GNSS baseline frequency; andsgn(x) is the sign func-
tion, which takes the value of 1 for x ≥ 0 and −1 for x < 0.
The power ratio between the data component and the
pilot component is 1:3.

Figure 1 presents the spectrum of civil BDS‐3 signals.
It can be seen from Figure 1 that there are multiple



FIGURE 1 The spectrum of civil BeiDou Navigation Satellite System (BDS‐3) signals [Color figure can be viewed at wileyonlinelibrary.

com and www.ion.org]
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signals in both the B1 and B2 bands, which means they
could be processed together in the front‐end module. In
addition, since these signals from the same satellite are
based on the same reference clock, there are strong corre-
lations in their phase relationships. Therefore, the joint
processing of multiple BDS‐3 signals could be of interest
in the next few years.
3 | REAL ‐TIME SOFTWARE
RECEIVER ARCHITECTURE

In order to evaluate the actual performance of new BDS‐3
signals and optimize their processing methods, we
designed and implemented a real‐time software receiver
with the ability to process all BDS‐3 signals in parallel.
Figure 2 shows the architecture of the real‐time software
receiver for BDS‐3 signals. As can be seen from Figure 2,
the real‐time software receiver mainly consists of five
modules, which are full L‐band antenna with low‐noise
amplifier (LNA), down converter, data acquisition
module, personal computer (PC) with central processing
unit (CPU) and GPU, and storage and display module.

First, the full L‐band antenna with LNA receives all
radio frequency (RF) signals from visible satellites in the
horizon. Second, the front‐end down converts the
received RF signals to the IF signals. Third, the data
acquisition module converts the analog IF signals into
digital baseband signals. Then all the baseband signal
processing, which contains acquisition, tracking, message
extraction, and positioning calculation, is completed by
CPU and GPU in an ordinary PC. The outputs of the
tracking module include navigation messages and obser-
vation results. The navigation messages including ephem-
eris are extracted by the message extraction module
FIGURE 2 Block diagram of real‐time software receiver for BeiDou N
according to the ICDs,4-7 and the extraction results are
passed to the positioning module. After receiving the
observation results from the tracking module and the
extracted navigation messages from the message extrac-
tion module, the single‐point positioning solutions can
be obtained by the positioning module. Finally, all the
observation results, extracted navigation messages, and
single‐point positioning solutions are stored in the
database and read by the display module.

It should be noted that the full L‐band antenna with
LNA is a mature commercial product that we can easily
get. In addition, the single‐point positioning solutions
can be processed by open‐source software,16 and the dis-
play module could be realized by high‐level programming
language. Therefore, we mainly focus on the design and
implementation of the front‐end module, data acquisition
module, and baseband signal processing module.
3.1 | Front‐end and data acquisition
module

Figure 3 shows the detailed data flow diagram from ana-
log RF signals to digital baseband signals. First, all RF
navigation signals from visible satellites in the horizon
can be received by the full L‐band antenna with LNA.
Second, the received RF signals are divided into four ana-
log channels to complete down conversion and IF filter
processing by the front‐end. The corresponding frequency
range and signals are shown in Table 2. Third, the
obtained analog IF signals are input into the A/D
converters of the data acquisition module to get digital
IF signals. Then, each channel of digital IF signals is
sequentially processed by the corresponding digital down
conversion (DDC), low‐pass filter (LPF), and decimation
avigation Satellite System (BDS‐3) signals

http://wileyonlinelibrary.com
http://wileyonlinelibrary.com
http://www.ion.org


TABLE 2 The frequency range of down converter

Channel Frequency Range/MHz Signals

1 1164‐1215 B2a/B2b

2 1215‐1260 Reserved

3 1260‐1300 B3I

4 1559‐1610 B1I/B1C

FIGURE 4 Baseband signal processing architecture

FIGURE 3 Data flow block diagram

from analog radio frequency (RF) signals

to digital baseband signals
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to obtain the zero‐IF signals. Next, these digital baseband
signals are interleaved and input into First In, First Out
(FIFO) order. Finally, these FIFOs containing baseband
signals are transmitted to the buffer of the host PC
through high‐speed serial interface Peripheral Compo-
nent Interconnect Express (PCI‐E). After a deinterleaving
operation and proper decimation, all digital baseband
signals of BDS‐3 can be obtained and wait to be
processed. The final sampling rates of baseband signals
are shown in Table 1.

The down converter we chose is the BDC‐L‐210‐4C
developed by HeBei Doheart Electronic Technology Co.,
LTD. This front‐end divides the whole L frequency
band into four intervals, and each interval corresponds
to an analog down‐conversion channel. The output IF
of all channels is 210 MHz, which is convenient for the
unified processing of the signals in the data acquisition
module.

The data acquisition module we chose is the X5‐
210 M developed by the Innovative Integration Com-
pany. This data acquisition card has four simultaneously
sampled A/D channels that operate at rates up to
250 MHz (14‐bit). Additionally, it has a powerful field‐
programmable gate array (FPGA) signal processing core
to accomplish DDC, LPF, and decimation, and a high‐
performance PCI‐E host interface. The sampling rate
we chose at the A/D converter is 240 MHz, which is a
high sampling rate to reduce the design difficulty of
the analog IF filter in the front‐end. In addition, 8‐bit
quantization is used to meet the needs for signal moni-
toring. After DDC and LPF operations, each IF signal
is transferred into a zero‐IF signal with in‐phase and
quadrature‐phase components. After the first decimation
in the data acquisition module and the second decima-
tion in the PC, the sampling rate of each baseband
signal is transferred from 240 MHz to the corresponding
sampling rate in Table 1.

There are two factors that mainly affect the processing
performance of a real‐time software receiver. One factor
is the sampling rate of the baseband signal, which is no
less than the width of the main lobe of the baseband sig-
nal. The higher the sampling rate, the higher the data‐
processing rate required. The other factor is the coherent
integration time, which is no less than the pseudorandom
code period of the baseband signal. A longer‐coherent
integration time requires that more baseband data must
be processed. Therefore, it can be concluded that the
matching reception of the pilot component of the B1C
signal is the most complicated case in the reception
processing of all civil BDS‐3 signals because it has the
highest sampling rate and the longest‐coherent integra-
tion time.
3.2 | Baseband signal processing module

Figure 4 shows the generic architecture of the baseband
signal processing in the PC, which consists of acquisition,
tracking, message extraction, and positioning calculation.
First, the acquisition module uses GPU to find coarse esti-
mates for code phase and Doppler frequency of baseband
signals in parallel. Then, these coarse values are used to
initialize the tracking channels. Second, the tracking
module uses GPU to continuously track the baseband sig-
nals and gets fine estimates of code phase, Doppler fre-
quency, and carrier phase for each channel. Third, once
a channel reaches the stable tracking state, the message
extraction module demodulates the navigation message
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from the channel after bit synchronization and frame
synchronization. Finally, the positioning module uses
pseudorange and navigation message to calculate the
single‐point positioning solutions of the receiver.

It can be easily seen that the acquisition module and
the tracking module are the most computationally inten-
sive portions of the baseband signal processing phase.
Since these computationally intensive operations are
relatively simple and could be parallelized, GPU parallel
computing is very well suited to handle these tasks and
improve the processing performance of the real‐time soft-
ware receiver. The parallel programming model we chose
is CUDA developed by NVIDIA, which has lots of
libraries and templates to help us complete the parallel
computing operations during the acquisition and tracking
phases. The following sections will describe the
implementation and optimization of the CUDA‐based
acquisition and tracking modules in detail.
4 | ACQUISITION

The acquisition of the baseband signal is a two‐
dimensional (2‐D) search operation performed in the
2‐D space constructed by Doppler frequency and code
phase. Taking the B1I signal as an example, the received
baseband signal after the front‐end and data acquisition
module can be modeled as follows:

rbaseband t − τð Þ ¼ ACB1I t − τð Þ cos 2πf D t − τð Þ þ φð Þ
þ n tð Þ; (5)

where A is the signal amplitude, CB1I(t) is the ranging
code, τ is the code delay, f D is the Doppler frequency, φ
is the carrier phase, and n(t) is zero‐mean Gaussian white
noise. The main purpose of the acquisition module is to
find the coarse estimates of code phase τ and Doppler
frequency f D.
FIGURE 5 Parallel code search algorithm
4.1 | CUDA‐based acquisition module

The acquisition, which is a 2‐D search operation, is
completed by performing correlation between the local
replica signal and the received baseband signal. Accord-
ing to the implementation form of the correlation
operation, the existing acquisition algorithms are mainly
divided into three categories, namely, sequential search,
parallel frequency search, and parallel code search.17

The conventional sequential search directly performs
correlation operation in the time domain.18 The correla-
tion result between the local replica code and the received
ranging code can be modeled as follows:
z nð Þ ¼ 1
N

∑
N − 1

m¼0
x mð Þy m − nð Þ; (6)

where N is the length of pseudorandom code, and x(n)
and y(n) are the ranging code of local replica signal and
received baseband signal, respectively. Since the time
domain sequential search is a computationally intensive
operation and cannot be parallelized, it is not advised to
use sequential search in the whole 2‐D search space in
the design of real‐time software receiver.

The parallel code search is the parallel search opera-
tion in the code dimension based on Fourier transforma-
tion.19 By performing a Discrete Fourier Transform (DFT)
on Equation 6, we obtain

Z kð Þ ¼ 1
N
X kð ÞY * kð Þ; (7)

where X(k), Y(k), and Z(k) are the DFT of x(n), y(n), and
z(n), respectively, and operator * is the conjugate opera-
tion. It can be seen from Equatiions 6 and 7 that the
correlation integral result of two signals in the time
domain is equal to the inverse DFT of the multiplication
of their DFT results. Using Fast Fourier Transform (FFT)
operations to accelerate the calculation of DFT,20

Equation 6 can be represented as follows:

z nð Þ ¼ IFFT FFT x nð Þð Þ⋅FFT* y nð Þð Þ� �
: (8)

Therefore, the parallel code search can greatly speed up
the search operations in the ranging code dimension.

Similar to the parallel code search, the parallel
frequency search is the parallel search operation in the
frequency dimension based on Fourier transformation,
which could save time required for frequency dimension
search.

Compared with the conventional sequential search
and parallel frequency search, the parallel code search
could parallelize many more search operations in the
2‐D search space. Therefore, the parallel code search
algorithm is again very well suited for the acquisition
phase of the software receiver. Figure 5 shows the parallel
code search algorithm that we chose in the real‐time
software receiver.
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The CUDA parallel programming platform could help
us to efficiently complete the acquisition of the baseband
signal. The code dimension search, which adopts the
parallel code search algorithm based on FFT and IFFT
operations, could be sped up by using the highly opti-
mized and tested cuFFT library provided by CUDA. Since
the received baseband signals are transferred from the
time domain to the frequency domain due to the Fourier
transformation, the Doppler frequency search could be
optimized by the vector shift operation in the frequency
dimension. In addition, since the noncoherent accumula-
tion and maximum operations can be treated as tree‐
based reduction problems, these operations could be
optimized by the parallel reduction based on the
sequential addressing and loop unrolling in CUDA.21
4.2 | B1I‐aided acquisition method

The acquisition of the baseband signals in a real‐time
software receiver could be completed by the CUDA‐based
parallel acceleration. However, the amount of data that
needs to be temporarily stored and finally processed is
proportional to the sampling rate, the number of chan-
nels, the coherent integration periods, and the times of
noncoherent accumulation. Therefore, in order to reduce
the amount of data required to be processed and reduce
the dependence on high‐performance hardware, the
optimization algorithms in the acquisition phase of the
real‐time software receiver are of interest. An L1 C/A‐
aiding method to acquire the L2C signal was proposed
in the study of Lim.22 Combined acquisition methods
for L1 C/A and L1C signals were proposed in previous
studies.23,24 These methods utilize the strong correlations
between the signal with short ranging code and the
signals with long ranging codes from the same satellite.
Similar to these, a B1I‐aided acquisition method for
reducing the 2‐D search space of other BDS‐3 signals
from the same satellite can be applied in our real‐time
software receiver.

Figure 6 shows the procedure of the B1I‐aided acqui-
sition method. First, the parallel code search algorithm is
used to acquire the B1I signal whose ranging code length
is the shortest among all civil BDS‐3 signals. The coarse

estimate of Doppler frequency bf DB1I and code phase bτB1I
can be obtained. Second, these two estimates are used to
calculate the 2‐D search subspaces of other signals from
the same satellite. Taking the frequency dimension of
the 2‐D search subspace into consideration first, it is not
difficult to prove that the Doppler frequency of the
received signal is proportional to the carrier center
frequency ignoring the influence of the ionosphere. The
relationship is as follows:
f D ¼ f RFvdm
c

; (9)

where f RF is the carrier center frequency, vdm is the rela-
tive speed between the satellite and receiver, and c is the
speed of light. Therefore, the Doppler frequency of other
signals from the same satellite should be within the range

of the center f D ¼ f RF
f B1I

bf DB1I and length ± f bin_B1I, where

f B1I is the carrier center frequency of the B1I signal,
and f bin is the frequency bin width in the frequency
dimension, which should satisfy the relationship25:

f bin ≤
2

3Tcoh
; (10)

where Tcoh is the coherent integration time. Next, consid-
ering the code dimension of the 2‐D search subspace, it
should be noted that the resolution of the code dimension
search is actually specified by the sampling rate instead of
1/2 chip width. Therefore, the code phase of other signals
from the same satellite should be within the range of the

center τRF ¼ SFRF

SFB1I
bτB1I and length ±

2SFRF

SFB1I
; where SF is

the sampling rate of the corresponding BDS‐3 signals that
can be obtained from Table 1. In addition, since the pseu-
dorandom code period of the B1C signal is 10 times that
of the B1I signal, it is also necessary to consider the inte-
gral multiple parts of the B1I code period when calculat-
ing the range of the B1C code phase. It is not difficult to

FIGURE 6 Procedure of B1I aided acquisition method
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prove that the code phase of the B1C signal from the
same satellite should be within the range of the center

τRF ¼ SFB1C

SFB1I
bτB1I þ mod k; 10ð Þ

1000
SFB1C and length ±

2SFRF

SFB1I
;

where k = 1, 2, 3 … , 10 milliseconds is the integral
multiple times of B1I code period, and mod(x, y) is the
modulo function, which takes the value of the remainder
after division of x by y. Finally, after obtaining the 2‐D
search subspace, the time domain sequential search could
be used to complete the acquisitions of other signlas from
the same satellite.
FIGURE 7 Tracking architecture of the real‐time software

receiver for conventional Binary Phase‐Shift Keying (BPSK) signals

5 | TRACKING

The tracking of the baseband signal is mainly completed
using the correlation between the local replica signal
and the received baseband signal, which can be expressed
as follows:

χ Δτð Þ ¼ 1
T
∫
T

0 rbaseband t − τð Þ⋅brlocal t − bτð Þdt; (11)

where χ(Δτ) is the correlation result, brlocal t − bτð Þ is
the local replica signal, bτ is the estimate of code delay,
and Δτ ¼ τ − bτ is the estimation error of the code delay.
The main purpose of the tracking phase is to continu-
ously track the received baseband signals and get fine
estimates of code phase, Doppler frequency, and carrier
phase for each channel.
5.1 | CUDA‐based correlator

In the tracking phase of the conventional BPSK signals,
receivers always generate three local code components,
which are early (E) replica C t − bτ − Δc=2ð Þ; prompt (P)
replica C t − bτð Þ; and late (L) replica C t − bτ þ Δc=2ð Þ: Δc

is the discriminator spacing between E and L replicas for
the code loop, and it is assumed to be in the range
0 < Δc ≤ Tc, where Tc = 1/ f c is the pseudorandom code
period. Figure 7 shows the tracking architecture of the
real‐time software receiver for conventional BPSK signals.
The largest computing workload in the tracking phase is
from the correlation between the local replica signal and
the received baseband signal, which mainly consists of
two operations: multiplication and accumulation. Since
these two computationally intensive operations could be
parallelized, it is quite reasonable to use the CUDA paral-
lel programming model for the correlation.

In order to strive for peak performance of GPU, the
CUDA‐based correlator can be optimized in two ways:
algorithmic optimizations and code optimizations. An effi-
cient way to implement the algorithmic optimization of
the correlator is to first multiply and then immediately
accumulate. The code optimizations can be done by hav-
ing access to the shared memory instead of global memory
access and loop unrolling. The grid we chose in CUDA is a
one‐dimensional structure, and the size of the grid in
blocks is equal to the number of tracking channels. The
thread blocks we chose in CUDA are also one‐
dimensional structures with the size of 256 threads. Since
the multiplication of two signals is very suitable for
vectorization, it is easy to implement the parallel multipli-
cation in CUDA. In addition, since the accumulation of
correlation results can be treated as a common tree‐based
reduction problem, the accumulation operation could be
easily optimized via parallel reduction based on the
sequential addressing and loop unrolling in CUDA.21
5.2 | Unambiguous tracking method for
QMBOC signal

Compared with the conventional BPSK signal, the BOC
modulated signal has a better spectral separation and
wider root mean square (RMS) bandwidth, which means
larger advantages on ranging accuracy. However, the
BOC modulated signal also introduces a well‐known
ambiguity threat into the code tracking process because
of its sawtooth‐like, piecewise linear autocorrelation func-
tion (ACF). Therefore, unambiguous tracking methods for
BOC signals are of increasing interest. In order to fully
exploit the pilot component of the B1C signal, an unam-
biguous tracking method based on multidimensional
loops estimation is proposed to solve the ambiguity prob-
lem of QMBOC. It can also be used for the matching
reception of the pilot component of the B1C signal. The
proposed unambiguous tracking method for the QMBOC
signal uses two dual estimators26,27 to track the narrow-
band BOC(1,1) component and the wideband BOC(6,1)
component in phase quadrature, respectively.
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Figure 8 shows the coherent early‐late processing
(CELP) implementation of the multidimensional loops
estimation technique for QMBOC signal unambiguous
tracking. The noncoherent early‐late processing (NELP)
implementation can be similarly obtained. Therefore, it
is not difficult to derive the coherent integration results
of the in‐phase and quadrature‐phase components, which
can be expressed as follows:

I1EP ≈
ffiffiffi
γ

p
RBPSK 1ð Þ Δτ − Δc=2ð Þ

I1LP ≈
ffiffiffi
γ

p
RBPSK 1ð Þ Δτ þ Δc=2ð Þ

I1PE ≈
ffiffiffi
γ

p
trc1 Δτ − Δs1=2ð Þ

I1PL ≈
ffiffiffi
γ

p
trc1 Δτ þ Δs1=2ð Þ

I1PP ≈
ffiffiffi
γ

p
RBOC 1;1ð Þ Δτð Þ cos Δφð Þ

I2PP ≈ −
ffiffiffiffiffiffiffiffiffiffiffi
1 − γ

p
RBOC 6;1ð Þ Δτð Þ sin Δφð Þ

;

8>>>>>>>>><>>>>>>>>>:
(12)

Q2EP ≈
ffiffiffiffiffiffiffiffiffiffiffi
1 − γ

p
RBPSK 1ð Þ Δτ − Δc=2ð Þ

Q2LP ≈
ffiffiffiffiffiffiffiffiffiffiffi
1 − γ

p
RBPSK 1ð Þ Δτ þ Δc=2ð Þ

Q2PE ≈
ffiffiffiffiffiffiffiffiffiffiffi
1 − γ

p
trc2 Δτ − Δs2=2ð Þ

Q2PL ≈
ffiffiffiffiffiffiffiffiffiffiffi
1 − γ

p
trc2 Δτ þ Δs2=2ð Þ

Q2PP ≈
ffiffiffiffiffiffiffiffiffiffiffi
1 − γ

p
RBOC 6;1ð Þ Δτð Þ cos Δφð Þ

Q1PP ≈ −
ffiffiffi
γ

p
RBOC 1;1ð Þ Δτð Þ sin Δφð Þ

;

8>>>>>>>>><>>>>>>>>>:
(13)
FIGURE 8 Coherent early‐late

processing (CELP) implementation of

multidimensional loops estimation

technique
where γ = 29/33 is the power ratio of the narrowband
BOC(1,1) component to the whole QMBOC component;
RBPSK(1) is the correlation function in the code dimension
with a triangle shape; trc1 and trc2 are the periodic
sawtooth‐like correlation functions of the narrowband
BOC(1,1) component and the wideband BOC(6,1) compo-
nent, respectively; RBOC(1, 1) and RBOC(6, 1) are the
multipeak correlation functions of the narrowband
BOC(1,1) component and the wideband BOC(6,1) compo-
nent, respectively; Δs1 and Δs2 are the discriminator
spacing of subcarrier 1 from the narrowband BOC(1,1)
component and subcarrier 2 from the wideband
BOC(6,1) component, respectively; and Δφ is the estima-
tion error of carrier phase.

The output results of the correlators with the prompt
replica in both code and subcarrier dimensions can be
merged by the following rules:

I′ ¼ ffiffiffi
γ

p
I1PP þ

ffiffiffiffiffiffiffiffiffiffiffi
1 − γ

p
Q2PP ¼ RQMBOC Δτð Þ cos Δφð Þ

Q′ ¼ −
ffiffiffi
γ

p
Q1PP −

ffiffiffiffiffiffiffiffiffiffiffi
1 − γ

p
I2PP ¼ RQMBOC Δτð Þ sin Δφð Þ ;

(
(14)

where RQMBOC is the correlation function of the QMBOC
modulated signal. Therefore, the conventional Phase
Locked Loop (PLL) discriminators can be directly



TABLE 3 Configuration of BeiDou Navigation Satellite System

(BDS‐3) real‐time software receiver

No. Equipment/Environment Model/Version Number

1 Full L‐band Antenna Harxon Corporation

HX‐GSX81A

2 Down converter HeBei Doheart Electronic
Technology Co.,LTD.

BDC‐L‐210‐4C

3 Data acquisition card Innovative Integration

X5‐210 M

4 CPU Intel i7‐4790 K

5 GPU NVidia GeForce GTX 970

6 CUDA 8.0
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employed to obtain the estimation error of carrier
phase, Δφ.

The output results of the correlators with early and
late replicas in the code dimension can be merged by
the following rules:

Ec ¼ ffiffiffi
γ

p
I1EP þ

ffiffiffiffiffiffiffiffiffiffiffi
1 − γ

p
Q2EP ¼ RBPSK 1ð Þ Δτ − Δc=2ð Þ

Lc ¼ ffiffiffi
γ

p
I1LP þ

ffiffiffiffiffiffiffiffiffiffiffi
1 − γ

p
Q2LP ¼ RBPSK 1ð Þ Δτ þ Δc=2ð Þ :

(
(15)

Therefore, the conventional Delay Locked Loop (DLL)
discriminators can be directly employed to obtain the
estimation error of the code delay, Δτ.

The output results of the correlators with early and
late replicas in the subcarrier dimension from BOC(1,1)
and BOC(6,1) components, respectively, can be denoted
as follows:

I1PE ≈
ffiffiffi
γ

p
trc1 Δτ − Δs1=2ð Þ

I1PL ≈
ffiffiffi
γ

p
trc1 Δτ þ Δs1=2ð Þ ;

(
(16)

Q2PE ≈
ffiffiffiffiffiffiffiffiffiffiffi
1 − γ

p
trc2 Δτ − Δs2=2ð Þ

Q2PL ≈
ffiffiffiffiffiffiffiffiffiffiffi
1 − γ

p
trc2 Δτ þ Δs2=2ð Þ

:

(
(17)

These output results have similar characteristics to the
correlator outputs for the conventional BPSK signal
tracking when ignoring the periodicity. Therefore, similar
DLL discriminators can be employed in these two
Subcarrier Locked Loops (SLL) to obtain the estimation
errors of the subcarrier delay, Δτ1 and Δτ2.

After discriminators and loop filters, a lower accuracy
but unambiguous estimate of the delay in code dimen-
sion,bτc; from DLL can be obtained, and two higher accu-
racy but ambiguous estimates of the delay in subcarrier
dimensions, bτs1 and bτs2; from SLLs can also be acquired.
Since the delay in code dimension of the received signal
is strictly equal to that in subcarrier dimension, unambig-
uous bτc can be used to correct bτs1 and bτs2; respectively, to
get two unambiguous and high‐precision estimates of the
delay, which can be expressed as follows:

bτ1 ¼ bτs1 þ round
bτc − bτs1
Ts1

� �
× Ts1

bτ2 ¼ bτs2 þ round
bτc − bτs2
Ts2

� �
× Ts2;

8>>><>>>: (18)

where Ts1 = 1/2 f sc1 and Ts2 = 1/2 f sc2 are the chip period
of subcarrier 1 and subcarrier 2, respectively. Finally, a
single estimate of the delay can be produced using a
weighted linear combination of these two corrected esti-
mates that can be expressed as follows:
bτ ¼ w1bτ1 þ 1 − w1ð Þbτ2; (19)

where 0 < w1 ≤ 1 is the normalized weight ofbτ1: It should
be noted that w1 does not need to be a constant through-
out the tracking phase. Since the power of the narrow-
band BOC(1,1) component accounts for 29/33 of
the entire QMBOC signal, it should be assigned a large
w1 during initial tracking and low carrier‐to‐noise ratio
(C/N0) conditions. The recommended w1 under these
conditions is in the range of 0.95 ≤ w1 ≤ 1 to make sure
the received signal can be continuously tracked. As C/
N0 increases, and the receiver reaches steady‐state
tracking, w1 can gradually decrease to strive for the per-
formance improvement brought by the wideband
BOC(6,1) component. The recommended w1 during
steady‐state tracking is in the range 0.8 ≤ w1 ≤ 0.95 to
keep a good balance between accuracy and stability. In
addition, the optimal discriminator spacing selection rule
of the multidimensional loops estimation technique can
also be used to strive for better tracking performance.28
6 | EXPERIMENTAL RESULTS

Table 3 shows the configuration of our real‐time software
receiver for civil BDS‐3 signals. The full L‐band antenna
with LNA we chose is the HX‐GSX81A from Harxon
Corporation, and it was laid on the roof of the Weiqing
Building of Tsinghua University in Beijing during the
whole test. The down‐converter is the BDC‐L‐210‐4C
made by HeBei Doheart Electronic Technology Co,
LTD. The data acquisition card is an X5‐210 M developed
by Innovative Integration. The main program of the
software receiver runs on an ordinary PC, which is
equipped with an Intel i7‐4790 K CPU, an NVidia
GeForce GTX 970 GPU, and a CUDA parallel program-
ming platform whose version number is 8.0.
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According to the launch list of BDS satellites pub-
lished by the China Satellite Navigation Office (CSNO),
16 BDS‐3 MEO satellites have been placed on orbit as of
18 October 2018 and their pseudorandom noise (PRN)
sequence numbers are 20, 47, 27, 48, 21, 22, 29, 30, 23,
24, 25, 26, 32, 33, 34, and 35, respectively.

Since the operating statuses of the existing BDS‐3 sat-
ellites are all in test, positioning test results cannot be
provided right now. The following experiments include
four aspects, namely, real‐time tracking of BDS‐3 signals,
C/N0 monitoring, signal processing monitoring, and the
verification and analysis of the proposed algorithms. It
should be noted that all the experiments are carried out
using the actual signals broadcast by the BDS satellites.

Figure 9 shows the real‐time tracking of civil BDS‐3
signals in four frequencies at Tsinghua University on 22
July 2018. It can be seen that all the civil BDS‐3 signals,
which include B2a, B3I, B1I, and B1C signals, could be
successfully received and processed. The Doppler fre-
quency of the received signal is indeed proportional to
the carrier center frequency. In addition, there are two
modes we used in the tracking of the pilot component
of the B1C signal: the matching reception of the QMBOC
signal which is referred to as B1CM, and the mismatched
tracking called B1C, which ignores the wideband
BOC(6,1) component. It can be seen from Figure 9 that
the C/N0 in the matching reception mode is around
0.4 dB higher than that in mismatched tracking mode.
Since the power of the wideband BOC(6,1) component
accounts for 4/33 of the entire QMBOC signal, the
BOC(6,1) component could provide the matching
FIGURE 9 Screenshot of tracking civil BeiDou Navigation Satellite S

22 July 2018
reception mode with the energy gain of about 0.5 dB in
theory, which is close to our observation. Therefore, these
results verify the correctness and effectiveness of the
proposed unambiguous tracking method of the
QMBOC signal.

Figure 10 shows the B1I (PRN 20) in‐phase correla-
tion results between the prompt replica signal and the
received baseband signal during steady‐state tracking. It
can be seen from Figure 10 that the navigation bits can
be successfully demodulated, thus verifying the correct-
ness of the proposed architecture of the real‐time
software receiver.

Figure 11 shows the C/N0 monitoring results of BDS‐3
signals at Tsinghua University for 24 hours from 25 July
2018. It can be seen from Figure 11 that the visible time
of MEO satellites at Beijing is around 7 hours. In
addition, the time during which four satellites can be
seen simultaneously is between 2 and 3 hours.

Figure 12 shows the monitoring results of the real‐
time correlation peak shape for B2a and B1C pilot
components. The B2a pilot component adopts BPSK(10)
modulation, and its ACF has one main peak. Since the
sampling rate of B2a is 20 MHz, which is just enough
to contain the main lobe of the B2a signal, the peak of
its ACF is relatively smooth because of the influence
of band‐limited filtering. The B1C pilot component
adopts QMBOC(6,1,4/33) modulation, and its ACF has
two side peaks. Since the sampling rate of B1C we
chose is 20 MHz, which is wide enough relative to
the main lobe of the B1C signal, the peak of its ACF
is very sharp.
ystem (BDS‐3) signals in four frequencies at Tsinghua University on



FIGURE 11 Monitoring results of

BeiDou Navigation Satellite System (BDS‐

3) signals at Tsinghua University from 25

July 2018 to 26 July 2018 [Color figure can

be viewed at wileyonlinelibrary.com and

www.ion.org]

FIGURE 12 Monitoring results of real‐time correlation peak shape [Color figure can be viewed at wileyonlinelibrary.com and www.ion.

org]

FIGURE 10 BeiDou Navigation

Satellite System (BDS‐3) (PRN 20) B1I in

phase correlation results [Color figure can

be viewed at wileyonlinelibrary.com and

www.ion.org]
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Table 4 shows the comparison results of the required
time between the traditional direct acquisition and the
proposed B1I aided acquisition. Since the B3I signal has
the same modulation with the pilot component of the
B2a signal, the acquisition time required for these two
signals is very close. Therefore, the comparison of the
acquisition time mainly includes three civil signals,
which are the B1I, B2a, and B1C signals. Comparing the
rows in Table 4, the following results can be seen. First,
the time required for parallel acquisition of multiple

http://wileyonlinelibrary.com
http://www.ion.org
http://wileyonlinelibrary.com
http://www.ion.org
http://www.ion.org
http://wileyonlinelibrary.com
http://www.ion.org


TABLE 4 Comparison of the required time between the direct acquisition and the B1I‐aided acquisition

Signals

Parameters Acquisition Time

Sampling Rate Coherent Frequency Bin Noncoherent Channels Direct Acquisition B1I‐Aided Acquisition

B1I 5 MHz 1 ms 500 Hz 1 1 0.3535 ms ‐‐

5 MHz 1 ms 500 Hz 10 1 1.4479 ms ‐‐

5 MHz 1 ms 500 Hz 1 12 0.5715 ms ‐‐

5 MHz 1 ms 500 Hz 10 12 2.5601 ms ‐‐

B2a/B3I 20 MHz 1 ms 500 Hz 1 1 0.7055 ms 0.0821 ms
20 MHz 1 ms 500 Hz 10 1 4.9834 ms 0.4826 ms
20 MHz 1 ms 500 Hz 1 12 1.3065 ms 0.0943 ms
20 MHz 1 ms 500 Hz 10 12 9.4649 ms 0.5134 ms

B1C 20 MHz 10 ms 50 Hz 1 1 48.7478 ms 0.5096 ms
20 MHz 10 ms 50 Hz 10 1 69.0209 ms 2.7568 ms
20 MHz 10 ms 50 Hz 1 12 50.3513 ms Not enough satellites
20 MHz 10 ms 50 Hz 10 12 71.4458 ms Not enough satellites

TABLE 5 Tracking time required for the Compute Unified Device Archite (CUDA)‐based correlators

Signals

Parameters

Tracking TimeSampling Rate Channels Coherent Noncoherent

B1I 5 MHz 1 1 ms 1 0.0714 ms
5 MHz 12 1 ms 1 0.0732 ms

B2a/B3I 20 MHz 1 1 ms 1 0.0930 ms
20 MHz 12 1 ms 1 0.0969 ms

B1C 20 MHz 1 10 ms 1 0.1393 ms
20 MHz 12 10 ms 1 Not enough satellites
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channels is positively related to the sampling rate, the
coherent integration time, the number of channels, and
the times of the noncoherent accumulations. Second,
compared with the traditional direct acquisition, the
B1I‐aided acquisition method can greatly reduce the
required time. Third, for fixed sampling rate and coherent
integration time, the times of noncoherent accumulations
have a greater influence on the required acquisition time
than the number of channels. Fourth, when the channel
numbers and the times of noncoherent accumulations
are fixed, the increase of the coherent integration time
will significantly increase the required acquisition time.
This is because long‐coherent integration time means a
large amount of data required to process.

Table 5 shows the tracking time required for the
CUDA‐based correlators at three frequencies in a quanti-
tative way. Since the B3I signal has the same modulation
with the pilot component of the B2a signal, meaning that
the computational performance of these two signals in
the tracking phase is similar, the tracking time of the
B2a signal can be predicted by that of the B3I signal. It
can be seen from Table 5 that the tracking time of the
CUDA‐based correlators is very short, which means up
to hundreds of correlators can work simultaneously in
real‐time mode. In addition, it can also be seen that the
number of channels has a very limited influence on the
required tracking time, which means the CUDA‐based
correlators are more cost‐effective for tracking multiple
channels as opposed to only one channel.
7 | CONCLUSIONS AND FUTURE
WORK

We have designed and implemented a GPU‐based real‐
time software receiver capable of processing all civil
BDS‐3 signals in parallel. In addition, a complete descrip-
tion of all signal processing aspects including front‐end
processing and baseband signal processing is given. The
work and contribution of our discussion mainly include
three aspects.

First, a GPU‐based real‐time software receiver archi-
tecture is designed and implemented, which can process
all civil BDS‐3 signals in parallel. It could be used in sig-
nal performance analysis, signal quality monitoring, and
processing algorithm development. Moreover, a complete
description of all signal processing aspects including
front‐end processing and baseband signal processing is
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given. The actual tests verify the correctness of the pro-
posed architecture. Therefore, it could provide guidance
to receiver designers who need to analyze and process
civil BDS‐3 signals.

Second, a B1I‐aided acquisition method is applied to
reduce the search space of other BDS‐3 signals from the
same satellite. Compared with the traditional acquisition
methods, the B1I‐aided acquisition method utilizes the
highly correlated characteristics between the B1I signal
and other signals from the same satellite to achieve
faster acquisition and to reduce the reliance on high‐
performance hardware. The test results from actual
signals show that the B1I‐aided acquisition method is
correct and effective. Therefore, the applied B1I‐aided
acquisition method can provide the reference value for
the acquisition of multiple signals at different frequencies
in other GNSSs.

Third, an unambiguous tracking method based on
multidimensional loops estimation is proposed to solve
the ambiguity problem of the QMBOC signal, which
can be used for the matching reception of the pilot
component of the B1C signal. The actual test results
verify the correctness of the method. In addition, the rec-
ommended weight selection range is given during initial
tracking and steady‐state tracking phase, which is useful
for receiver designers and users.

For future research, the joint processing of multiple
BDS‐3 signals is recommended. In addition, the optimal
parameter selection rule for unambiguous tracking of
the QMBOC signal based on multidimensional loops
estimation technique is also recommended.
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